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Problem 1 Let f : R
2 → R be defined by f(x) = x1x2 where x = (x1, x2), and

consider the trust region B∆(x̂) = {x : ‖x− x̂‖ ≤ ∆} around x̂ = (1, 1/2), where ‖ · ‖
denotes the Euclidean norm. We are interested in solving the trust-region subproblem

(TR) min
x∈B∆(bx)

f(x).

(i) Show that the Cauchy point is yc = (3/8,−3/4).
(ii) Find an explicit parameterisation of the dogleg path.
(iii) Show that the objective function is decreasing on the first segment of the dog-

leg path and increasing on the second segment. Why does this phenomenon
occur?

(iv) Conclude that there exists a critical value ∆c > 0 such that the dogleg-
solution to (TR) is given by the Cauchy point for all ∆ ≥ ∆c.

(v) Apply Steihaug’s method with exact line-searches and find a formula for its
solution ys(∆) as a function of ∆.

(vi) Show that f(ys(∆)) is strictly decreasing as a function of ∆.

Problem 2 Consider the BFGS updating formula

Bk+1 = Bk −
BkδkδT
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(i) Explain the meaning of each of the terms appearing in this formula and ex-
plain their connection with the so-called “secant-condition”.

Now let f be a strictly convex quadratic function in x ∈ R
n,

f(x) =
1

2
xTAx + bTx + c,

where b ∈ R
n is a vector and A ∈ R

n
2

a symmetric positive definite matrix. Starting
with B0 = I, we will apply BFGS steps with exact line searches.

(ii) Let Sk be the linear subspace of R
n such that s ∈ Sk if Bks = f ′′(xk)s and

∇f(xk)Ts = 0. Show that if s ∈ Sk then δT
k
Bks and γks are both zero.

(iii) Conclude from this that s ∈ Sk implies ∇f(xk+1)
Ts = 0.

(iv) Show that δT
k
Bks = γT

k
s = 0 implies Bk+1s = Bks and conclude that

S0 ⊆ S1 ⊆ S2 ⊆ · · · ⊆ Sk+1.

(v) Show that δk is not in Sk.
(vi) Show that δk ∈ Sk+1, and conclude that dim Sk < dim Sk+1.
(vii) Assuming that we stop the procedure when ∇f(xk) = 0, show that the algo-

rithm terminates after at most n steps.
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