
C10: CONTINUOUS OPTIMISATION

PROBLEM SET 1

HONOUR SCHOOL OF MATHEMATICS, OXFORD UNIVERSITY

HILARY TERM 2006, DR RAPHAEL HAUSER

Instructions: Asterisked problems are intended as a homework assignment, while
nonasterisked problems are not compulsory but can further help you understand the
material. Please hand in solutions by Monday noon and clearly mark them for ”Nico-
las Jeannequin”. Hand in at the reception of the Comlab.

*Problem 1. Let f : D → R be a C2 function defined on a convex open domain
D ⊂ R

n.
(i) Let u ∈ R

n and x ∈ D. Write down the second order Taylor development of
the function t 7→ f(x + tu) around t = 0.

(ii) Using Theorem 2.4 (ii) of Lecture 1 and the first part of this exercise, show
that if f is convex then uTH(x)u ≥ 0. Conclude from this that H(x) is
positive semidefinite.

(iii) Show that

f(x + tu) = f(x) + t∇f(x)Tu + t2
∫ 1

0

∫ 1

0

ϑuTH(x + τϑtu)udτdϑ.

(iv) Using Theorem 2.4 (ii) and part (iii) of this problem, show that if H(y) is
positive semidefinite for all y ∈ D then f is convex.

(v) Using the same approach as in part (iv), show that if H(y) is positive definite
for all y ∈ D then f is strictly convex.

*Problem 2. Let C be a positive definite symmetric n × n matrix, b ∈ R
n a vector

and a ∈ R a constant, and let us consider the function

f : R
n → R

x 7→ a + bTx +
1

2
xTCx.

(i) Show that f is strictly convex.
(ii) Let xk , dk ∈ R

n with dk 6= 0 and consider the function φ : α 7→ f(xk + αdk),
defined for α ∈ R. Show that φ is a strictly convex quadratic polynomial in
α.

(iii) Compute the global minimiser α∗ of φ.
(iv) Show that if dk is a descent direction, then α∗ satisfies the Wolfe conditions

for any c1 ∈ (0, 1/2) and c2 ∈ (c1, 1).

*Problem 3. Let Algorithm 3.2 from Lecture 2 be applied to a C1 function f with
Λ-Lipschitz continuous gradient, and let the step size αk be computed according to
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the rule

αk := inf{α ≥ 0 : φ′(α) = 0},

that is, the algorithm uses so-called exact line searches. Suppose αk ∈ (0,∞) and
dk 6= 0 is a descent direction.

(i) Show that

f(xk+1) ≤ f(xk) +

∫ β

0

φ′(α)dα ∀β ∈ [0, αk].

(ii) Using the Cauchy-Schwartz inequality and the Λ-Lipschitz continuity of the
gradient, show that

φ′(α) ≤ ∇f(xk)Tdk + αΛ‖dk‖
2.

(iii) Use parts (i) and (ii) to show that

f(xk+1) ≤ f(xk) −
(cos2 θk)‖∇f(xk)‖2

2Λ
,

where θk is the angle between dk and −∇f(xk).
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